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The motivation: white dwarf evolution
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The motivation: white dwarf evolution
(asymmetric explosion)
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The mathematical challenges:

1. The numerical model construction
2. The numerical solver development
3. The efficiency parallel implementation
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White dwarf expands less than in the Ropke et al. model, so the collision on
the far side occurs at higher density and with less geometrical dilution. In the

Chicago version, the temperature is sufficient to ignite a detonation that
consumes the rest of the star.

Jordan et al. (2008)

The supernova explosion enriches interstellar medium
with the elements of life: O, C, Fe, N, Si, Mg, Ca,...
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The Hydrodynamic Model of White Dwarf

= The Euler hydrodynamics equations

= The gravity

= The stellar equation of state:

» |deal gas for low temperature

= Adiabatic (non)relativistic degenerate gas
for high temperature

= Radiation term

= The carbon burning *°C + *2C -> 23Na + p



SPH approach

Robustness of the algorithm
Galilean-invariant solution
Simplicity of implementation
Flexible geometries of problems
High accurate gravity solvers

Artificial viscosity is parameterized
Variations of the smoothing length

The problem of shock wave and
discontinuous solutions

Instabilities suppressed

The method is not scalable

he numerical methods for hydrodynamics

AMR approach

Approved numerical methods
No artificial viscosity

Higher order shock waves
Resolution of discontinuities
No suppression of instabilities

Correct turbulence solution

The complexity of implementation
The effects of mesh

Problem of the minimal mesh

Not Galilean-invariant solution

The method is not scalable
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The original numerical methods
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The Parallel Implementation

_ - ~_mm512 setl pd
Domain Decomposition set value for a vector
~mm512 load pd

load a vector from main memory
@ _mm512 mul_pd
vector multiply
Geometry Decomposition _mm512_add_pd
(MPI + FFTW) vector summation
_mm512 sub_pd
@ vector substitution
_mmb512 store pd
Threads Decompos”:lon store a vector to main memory
(OpenMP) Main advantages is 302 GFLOPS

@ on Intel Xeon Phi KNL

o Main disadvantages — formation of the
Vectorization 8-double elements vector for computing

(AVX 512) Pitfalls: associative of cache memory, align of

memory, schedule distribution, data dependency
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The Sedov explosion
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The Evrard collapse
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From subgrid to “subreal” models

Star formation

Supernovae explosion

Time: 692.3 yrs

Protoplanetary
= disks and planet
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From subgrid to
“subreal” models

CPU




From subgrid to
“subreal” models
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From subgrid to
“subreal” models
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The Base/Satellite Computing

The Base Computing The Satellite Computing
. MPI_Spawn
Resolution
1:10’
Base & Nested meshes Satellite regular mesh
Core0 || Corel || CoreN CPUO CPUN
Memory Memory ﬁ Memory
Intel Optane GPU/IXP GPU/IXP

Shared Memory Massive Parallel Supercomputer
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The organization of Base Computing

Statement
Problem

;

Mesh Reconstruct

!

Poisson Solver
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Fill Boundary

|

Riemann Solver

!

Godunov Solver

Final
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The variables

The root mesh
Hydrodynamics s
Gravity (FFT)

~

*

The nested mesh |
Riemann

The nested mesh

|j .eﬁf.’g Hydrodynamics

Gravity (SOR)

17



"
The adjacent for Riemann problem
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The mesh reconstruction
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The Carbon burning

(The Satellite Computing)
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The asymmetric explosion of white dwarf
(The Base Computing)
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Supernovae Ib/Ic/ll (ISP RAS Open 2019)

The Satellite Computing

The Base Computing Credit ESO and Wiki
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Conclusion

= A new numerical model of Supernovae la type
explosion is created.

* The Base/Satellite computing concept is described.
* The scenarios of a non-central SNla is modeled.

= The SNla is non standard problem!!!
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